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Стаття присвячена дослідженню можливо-
стей і перспектив використання технологій 
штучного інтелекту (ШІ) в освітній сфері. 
У контексті швидкого розвитку цифрової 
трансформації ШІ стає важливим інструмен-
том для підвищення якості й ефективності 
навчального процесу. Розглядаються основні 
напрями впровадження ШІ в освіту, такі як 
інтелектуальні навчальні системи, персоналі-
зоване навчання, автоматизоване оцінювання 
знань, а також інтелектуальні чат-боти й 
асистенти, системи аналізу освітніх даних. 
Особливу увагу приділено аналізу міжнарод-
ного досвіду, зокрема передовим практикам, 
де ШІ вже активно використовується для 
оцінювання успішності, відеоспостереження 
й управління навчальним процесом. Відзнача-
ється розширення функціональності освітніх 
платформ завдяки інтеграції ШІ. Представ-
лено можливі сценарії впровадження ШІ в 
навчальних закладах, включаючи використання 
чат-ботів для підтримки навчальної діяльно-
сті, адміністрування та взаємодії з учнями.
Виділено як переваги (підвищення мотива-
ції, індивідуалізація навчання, оперативний 
зворотний зв’язок), так і потенційні ризики 
(етичні питання, захист даних, цифрова 
нерівність). На основі аналізу сучасного стану 
й тенденцій розвитку ШІ в освіті зроблено 
висновки про необхідність підготовки педа-
гогів до роботи із ШІ-технологіями, розробки 
нормативної бази та формування нових під-
ходів до організації освітнього процесу. Також 
проаналізовано особливості генеративного 
ШІ й представлено можливі шляхи іденти-
фікації та нейтралізації його використання 
здобувачами вищої освіти під час виконання 
практичних завдань. Цифрова трансформація 
освіти демонструє переосмислення ключових 
ролей педагогів у цифрову епоху, з акцентом 
на освітній інжиніринг і розвиток творчих 
компетенцій здобувачів вищої освіти. Роз-
глянуто теоретичні й технологічні виклики 
використання генеративного штучного інте-
лекту в системі вищої освіти України.
Ключові слова: штучний інтелект, чат-
боти, асистенти, ефективність освітнього 
процесу, мотивація навчання, автоматизо-
ване оцінювання знань.

The article is devoted to researching the pos-
sibilities and prospects of using artificial intelli-
gence (AI) technologies in the field of education. 
In the context of the rapid development of digi-
tal transformation, AI is becoming an important 
tool for improving the quality and efficiency of 
the educational process. The article considers 
the main areas of AI implementation in edu-
cation, such as intelligent learning systems, 
personalized learning, automated knowledge 
assessment, as well as intelligent chat-bots and 
assistants, and educational data analysis sys-
tems. Particular attention is paid to the analysis 
of international experience, in particular best 
practices where AI is already actively used for 
performance assessment, video surveillance, 
and learning process management. The expan-
sion of the functionality of educational platforms 
through the integration of AI is noted. The arti-
cle also presents possible scenarios for the 
implementation of AI in educational institutions, 
including the use of chat-bots to support learn-
ing activities, administration, and interaction 
with students.
Both advantages (increased motivation, indi-
vidualization of learning, rapid feedback) and 
potential risks (ethical issues, data protection, 
digital inequality) are highlighted. Based on an 
analysis of the current state and trends in the 
development of AI in education, conclusions are 
drawn about the need to train teachers to work 
with AI technologies, develop a regulatory frame-
work, and form new approaches to organizing 
the educational process. The article also ana-
lyzes the features of generative AI and presents 
possible ways to identify and neutralize its use 
by students when performing practical tasks. The 
digital transformation of education demonstrates 
a rethinking of the key roles of teachers in the 
digital age, with an emphasis on educational 
engineering and the development of students' 
creative competencies. The theoretical and tech-
nological challenges of using generative artificial 
intelligence in the higher education system of 
Ukraine are considered.
Key words: artificial intelligence, chatbots, 
assistants, efficiency of the educational pro-
cess, motivation to learn, automated knowledge 
assessment.

Вступ. Штучний інтелект (далі – ШІ) – це галузь, 
що швидко розвивається, яка трансформує багато 
галузей і змінює спосіб життя й роботи людей. Ос-
танніми роками розробники технологій ШІ досягли 
значних успіхів і все частіше використовують їх для 
вирішення складних проблем і підвищення точнос-
ті результатів у різних галузях, включаючи освіту, 
охорону здоров’я, фінанси та багато іншого. ШІ 
є однією з технологій у світі, що найбільш активно 
розвивається, має величезні перспективи для ви-
користання в соціальній сфері, включаючи вищу 
освіту. Водночас використання ШІ в професійній 
освіті перебуває в зародковому стані, а його мож-
ливості оцінені неповною мірою [7].

Аналіз останніх досліджень і публікацій. 
Зростання кількості публікацій, присвячених загро-
зам ШІ в академічному середовищі, почалося після 
того, як у листопаді 2022 року розробники відкрили 
доступ до ChatGPT. Ця мовна модель, створена для 
імітації людського спілкування, здатна запам’ятову-
вати контекст діалогу й коригувати помилки. Вона 
володіє великими знаннями, оскільки навчалася на 
різноманітних текстах з інтернету, включаючи статті, 
книги та блоги. Однак її база даних охоплює тільки 
період до 2021 року, тому вона не може надавати 
актуальну інформацію про пізніші події [1; 3; 5].

Проте в програми є низка обмежень. ChatGPT 
може помилятися в математичних розрахунках, не 
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завжди правильно відповідає на логічні питання 
й іноді надає недостовірну інформацію. Розроб-
ники OpenAI визнають цей недолік, указуючи, що 
модель може генерувати правдоподібні, але фак-
тично неправильні або безглузді відповіді [4]. 

Ще однією проблемою є генерація неіснуючих 
джерел. При створенні наукового тексту програма 
може посилатися на фальшиві публікації, вико-
ристовуючи реальні прізвища вчених і назви ав-
торитетних журналів. Це створює труднощі для 
авторів, які прагнуть до академічної чесності, але, 
з іншого боку, дає можливість викладачам і ре-
дакторам наукових видань виявляти автоматично 
згенеровані тексти. 

На початку 2023 року Уортонська школа бізнесу 
при Пенсільванському університеті провела експе-
римент, щоб з’ясувати, чи зможе ChatGPT успішно 
скласти іспит MBA (магістерський ступінь у галузі 
управління бізнесом). Аналіз відповідей показав, 
що програма заслуговує на високу оцінку. При цьо-
му відповіді, згенеровані ШІ, можуть допомогти 
у виявленні логічних помилок, характерних і для 
здобувачів вищої освіти, що дасть змогу виклада-
чам акцентувати увагу на ключових проблемах [6].

На початку 2024 року Університет Арізони ого-
лосив про плани співпраці з OpenAI для поліп-
шення якості есе та рефератів здобувачів вищої 
освіти. Ще у 2018 році Міністерство освіти Китаю 
розробило стратегію інтеграції ШІ в освітній про-
цес, закликаючи до створення навчальних ресурсів 
і застосунків на його основі [2; 7].

Мета статті – виявити проблеми, пов’язані з роз-
витком ШІ у вищій освіті, й обґрунтувати перспек-
тивні рішення щодо його застосування.

Виклад основного матеріалу. На відміну від ін-
ших віртуальних асистентів, таких як Siri або Alexa, 
ChatGPT не шукає інформацію в інтернеті. Він бу-
дує речення послідовно, підбираючи найбільш імо-
вірні слова на основі своєї мовної моделі. Такий 
механізм роботи призводить до того, що програма 
може видавати логічно неправильні відповіді, фор-
мулюючи їх так, ніби вони абсолютно точні.

Проте ChatGPT здатний доступно пояснюва-
ти складні гуманітарні концепції, що робить його 
корисним інструментом для навчання. Помилкові 
міркування, які він пропонує, можуть становити 
інтерес для дослідників у галузі когнітивної лінгвіс-
тики та методики розвитку мовлення. Таким чином, 
навіть недоліки штучного інтелекту можуть бути 
корисні в наукових дослідженнях.

Ще одна проблема, пов’язана із ChatGPT, – 
потенційна упередженість текстів, які він гене-
рує. Це зумовлено не тільки вихідними даними, 
що містять стереотипи, а й вибором інформації, 
який роблять розробники під час навчання моделі. 
Щоб мінімізувати цю проблему, OpenAI закликає 
користувачів залишати відгуки про подібні випад-
ки. Однак, з огляду на потенційну шкоду, яку може 
завдати упереджений контент, деякі фахівці вважа-
ють, що ChatGPT варто доопрацювати перед його 
випуском у відкритий доступ. Схожі побоювання 

призвели до того, що компанія Alphabet у вересні 
2022 року створила аналогічного чат-бота під наз-
вою Sparrow, але відмовилася від його публічного 
запуску [3].

Експерименти із завданнями з англійської мови 
показали, що тексти, створені ChatGPT, часто пе-
ревершують роботи здобувачів вищої освіти. Про-
грама здатна генерувати тексти різних жанрів – від 
есе та рефератів до ділового листування, і робить 
це на такому рівні, що відрізнити їх від робіт, напи-
саних людиною, украй складно.

Виникає питання: якщо ChatGPT може писати за 
нас, чи залишиться необхідність навчати здобува-
чів вищої освіти академічного письма в майбутньо-
му. Хоча це питання здається філософським, ма-
сове використання ШІ в написанні робіт здобувачів 
вищої освіти може призвести до перегляду підходів 
до оцінювання знань, наприклад, на користь усних 
іспитів.

Ще однією серйозною проблемою є поширення 
недостовірної інформації, особливо з огляду на те 
що ChatGPT здатний формулювати навіть помил-
кові відповіді так, щоб вони звучали переконливо. 
Підроблені акаунти в соціальних мережах уже ста-
новлять значну загрозу в інтернеті, а з розвитком 
чат-ботів на основі ШІ інтернет-шахрайство може 
стати ще більш масштабним.

Використання таких ботів також негативно по-
значається на платформах, призначених для об-
міну професійними знаннями, наприклад Stack 
Exchange. Без достатньої кількості модераторів, 
здатних фільтрувати автоматично згенеровані від-
повіді, підтримка високої якості інформації на по-
дібних ресурсах стає вкрай складною. У результаті 
багато сайтів забороняють використання чат-ботів, 
аналогічно тому, як це зробили провідні наукові 
видання.

Якщо наприкінці 2022 року, на хвилі популяр-
ності, деякі вчені почали включати ChatGPT у спі-
вавтори наукових статей, то вже в січні 2023 року 
авторитетні журнали Science і Springer-Nature пе-
реглянули свою редакційну політику, заборонивши 
використання чат-ботів як співавторів [4]. Однак 
видавництво Springer-Nature, яке випускає близько 
3000 наукових журналів, не ввело повну заборону 
на застосування ChatGPT. Цей інструмент та ана-
логічні технології, як і раніше, можуть використо-
вуватися в процесі підготовки наукових робіт за 
умови, що автор скаже всі подробиці його викори-
стання в рукописі. 

Створений ШI – це низка прийомів ШІ, які вклю-
чають навчальні моделі, основані на нейронних ме-
режах для створення нових даних. Такий ШI може 
включати створення зображень, тексту, аудіо й ві-
део. Покоління ШI спочатку використовувалося для 
створення реалістичних фотографій і відео людей, 
тварин і місць, яких не існує.

Ця технологія основана на алгоритмах глибоких 
тренувань для нейронних мереж, що дає змогу 
вивчити складні закономірності даних і генерувати 
нові дані, що імітують ці закономірності. Останні-
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ми роками генеративний ШІ став потужною тех-
нологією, яка використовується в різних галузях, 
включаючи фотографію, обробку природних мов 
і написання музики.

Незважаючи на багато переваг, генеративний 
ШІ має багато проблем, які потрібно вирішити, осо-
бливо в університетських закладах. Нині експерти 
зі штучного інтелекту й глибокого навчання активно 
обговорюють AGI (штучна загальна інформація) – 
загальний ШІ або сильний ШІ, як це називається. 

Учені вважали, що така дискусія не буде акту-
альною в наступному десятилітті. Однак коман-
да OpenAI оприлюднила опублікований Chatgpt 
Trance (попередньо спалений транс) і розширену 
версію моделі мови покоління GPT-4 Загалом до-
слідження в галузі цифрового моделювання спе-
ціалізованих середовищ усе ще перебувають на 
ранніх стадіях, і в цій галузі існує великий потен-
ціал для подальшого розвиток й інновацій. Вод-
ночас кілька досліджень показали багатообіцяючі 
результати. Тому в центрі уваги англійських авторів 
є перспективи використання таких технологій, як 
віртуальна реальність і 3D-моделі, представлення 
знань у інформаційних системах, методи проєкту-
вання інформаційних систем, бізнес-моделювання 
й аналіз інтелектуальних даних [2].

ШI має багато застосунків у різних сферах, але 
є певні труднощі з генеративним «поколінням». 
Назвемо деякі з них. 

Відсутність ресурсів. Генерування ШI вимагає 
високої обчислювальної ємності та спеціальних при-
строїв, великої кількості графічних процесорів GPU 
для ефективних моделей. Це може бути дорогим 
для окремих компаній, яким не вистачає ресурсів 
для придбання та підтримки необхідних пристроїв. 

Складність технологій. Генератор ШI – це склад-
на технологія, яка вимагає глибшого розуміння 
алгоритмів і мов програмування для машинного 
навчання. Без спеціальної освіти важко вивчити 
й застосувати ці поняття, особливо якщо експерти 
й групи мають досвід лише в моделях програму-
вання моделей машинного навчання. 

Навчальна проблема зі зразком. Моделі генера-
ції ШI можуть генерувати лише дані, що нагадують 
моделі тренувань. Якщо дані залишаються однако-
вими в навчальному зразку, генеровані дані можуть 
бути переміщені й відтворювати наявні стереотипи 
та спотворення. Розробники повинні забезпечи-
ти, щоб дані були дійсними для моделей навчан-
ня представників різних статей, національностей 
і культур. 

Параметри використання обмеженого викори-
стання. Створення ШI має багато потенційних за-
стосунків, але це може бути неприйнятним для 
деяких університетських дисциплін. Наприклад, 
загальний ШІ може бути не таким корисним в істо-
ричних і культурних дослідженнях, як дослідження 
інформатики, програмування чи дизайну. Загаль-
ний ШІ викликав етичні проблеми, особливо при 
визначенні автора інформаційного продукту. На 
цьому етапі генеруються зображення та відео, які 

можна використовувати для поширення дезінфор-
мації й завдання шкоди людини. У зв’язку з цим 
університетські установи просять повідомляти про 
етичні наслідки й відповідально використовувати 
цю технологію. 

Вирішуючи ці проблеми, університетські устано-
ви допоможуть здобувачам вищої освіти розвивати 
навички та знання, продуктивно й відповідально 
використовуючи генеративний ШІ. За допомогою 
наявного рівня цифрової культури заявники мо-
жуть використовувати навички створення ШІ для 
створення інноваційних рішень і сприяння кращому 
майбутньому. 

Існують думки про переваги використання, а та-
кож страх перед неконтрольованим розвитком ШІ. 
Генеральний директор Deepmind Demis Hassabis, 
генеральний директор CO, стверджує, що переваги 
досліджень ШІ переважають потенційні ризики його 
впровадження й важливо далі розвивати галузь 
з урахуванням етичних норм. 

Стюарт Рассел, професор електротехніки 
й інформатики в Каліфорнійському університеті 
в Берклі, представляє розробку корисних систем 
ШІ, розробленого відповідно до людських уподо-
бань і цінностей. У книзі «Сумісність із людьми» він 
стверджує, що «мета штучного інтелекту повинна 
максимізувати людське щастя та процвітання, що 
ми маємо розвивати системи штучного інтелекту, 
які відповідають безпеці, прозорості й людським 
цінностям» [4].

Оскільки ми маємо справу з голосовими моде-
лями, такими як Chatgpt, Lamda, Bard, Claude тощо, 
важко побачити, домашнє завдання здобувачів ви-
щої освіти написано моделлю чи людиною. Однак 
існує кілька підходів, які можна використовувати 
для перевірки плагіату й надійності претендентів 
на університетську освіту. По-перше, тест на пла-
гіат. Система протилежного рівня допомагає визна-
чити плагіат, порівнюючи роботу здобувачів вищої 
освіти з наявною базою даних підручників. Однак 
це працює лише в тому випадку, якщо створений 
ШІ використовує інтернет-ресурси. Якщо здобувач 
вищої освіти копіює зміст з іншого джерела, він 
може не з’явитися в результатах пошуку. 

Використання ШІ для навчальних і наукових 
цілей не регулюється законодавством, нині нама-
гаються регулювати їх за допомогою контролю за 
рівнем плагіату. Це неправильно щодо складності 
технологій. Експерти вважають, що офіційний доз-
віл на використання генеративних мереж в Україні 
не буде можливим найближчим часом. 

Автоматизована система перевірки тексту 
має практичний сенс, але вона все ще неповна. 
У цьому випадку викладач повинен проаналізува-
ти стиль тексту. Мовна модель ШІ використовує 
складний, але особливий стиль письма, який від-
різняється від стилю здобувача вищої освіти. 

Викладачі завжди мають можливість задавати 
чіткі запитання. У ситуаціях, коли робота здобувача 
вищої освіти підозрюється у використанні ШІ, ви-
кладач може попросити роз’яснити текст, пов’язані 
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з ним таблиці, графіки, щоб побачити, чи здобувач 
засвоїв матеріал. У текстах, створених ШІ, стилі 
письма є послідовними, вони можуть логічно від-
різнятися від стилів у здобувачів, які використову-
ють забагато цитат. Так, мовленнєві моделі можуть 
створювати складні речення й абзаци. 

Якщо робота здобувача вищої освіти включає 
складності, які йому не притаманні, це може бути 
ознакою того, що він використовував зовнішню 
підтримку. Модельна ШІ має великий словниковий 
запас, що дає змогу використовувати особливі тер-
міни в певних галузях. Якщо нетипова лексика роз-
шириться на домашнє завдання здобувача через 
його дослідження та досвід, це може свідчити про 
те, що він використовував такого інтелектуального 
помічника. Один зі способів побачити, чи є домаш-
нє завдання для нього посильним, – дати йому ви-
падковий натяк і негайно попросити відповіді. Якщо 
здобувач намагається створити когерентний і добре 
організований зміст, це може вказувати на те, що він 
використовував мову ШІ або зовнішню підтримку. 
Викладач може спитати його про причину та надан-
ня пояснення щодо проведеної додаткової роботи.

Якщо здобувач освіти не в змозі логічно обго-
ворити свою роботу або відповідати на питання 
щодо змісту роботи, це може бути ознакою того, 
що він використовував генеративну модель. Мова 
ШІ залишається неповною й може робити грама-
тичні або синтаксичні помилки. Усі помилки або 
невідповідності домашнього завдання на рівні ви-
мог університету також можуть відображати текст, 
створений ШІ. Звичайно, можливо, викладачі та-
кож підтримуватимуть успіх здобувача вищої осві-
ти щодо виконання навчальних робіт, записаних 
за допомогою цифрового «помічника». Однак для 
цього потрібен інтелектуальний аналіз даних [7]. 

Покоління ШІ дає здобувачам освіті можливість 
творчо експериментувати в підходах до створен-
ня навчальних проєктів. Університетські установи 
можуть заохочувати здобувачів до експериментів, 
вивчаючи й перевіряючи різноманітні ідеї та підхо-
ди претендентів на вищу освіту. 

Університетські установи повинні приділяти 
увагу, сприяти здобувачам щодо наукової роботи 
й передати знання, необхідні для відповідального 
використання обладнання та генеративного ШІ. Це 
включає обговорення етичних результатів і спри-
яння здобувачам таким чином, щоб урахувати по-
тенційну вагу проєктів, створених генератором ШІ. 

Висновки. Генеративний ШІ – це потужна техно-
логія з численними застосуваннями в різних галузях, 
яка здатна їх перетворити, надати нового сенсу. На 
горизонті науки вже проглядаються нові можливості 
генеративного ШІ (AUTO-GPT), так званого GPT-5. 

Основним способом протистояти безконтроль-
ному використанню мовних моделей ШІ є інди-
відуалізація освітніх траєкторій і персоналізація 
контрольних завдань. 

Цифрова трансформація освіти дає змогу більш 
обґрунтовано організувати взаємозв’язок усіх ком-
понентів освітньої системи й більш ефективно ре-
алізовувати основні її функції. Викладачам вищих 
навчальних закладів необхідно проектувати й роз-
робляти нові методи навчання, сталої мотивації до 
засвоєння знань і системи оцінювання, моделюва-
ти персональні та групові траєкторії навчання, по-
стійно стежити за своїм професійним зростанням 
і лідерством.
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